A procedure for identifying regions preferentially activated by attention to semantic and phonological relations using functional magnetic resonance imaging
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Abstract

A procedure is introduced for using functional magnetic resonance imaging (fMRI) techniques to identify neural regions associated with attention to semantic and phonological aspects of written words within a single group of subjects. Short lists (16 words/list), consisting of visually-presented semantically-related words (bed, rest) or rhyming words (weep, beep) were presented rapidly to subjects, who were asked to attend to the relations among the words. Regions preferentially involved in attention to semantic relations appeared within left anterior/ventral inferior frontal gyrus (IFG, approximate Brodmann Area, BA47), left posterior/dorsal IFG (BA44/45), left superior/middle temporal cortex (BA22/21), left fusiform gyrus (BA37), and right cerebellum. Regions preferentially involved in attention to phonological relations appeared within left inferior frontal cortex (near BA6/44, posterior to the semantic regions within IFG described above) and within bilateral inferior parietal cortex (BA40) and precuneus (BA7). This method is notable in that a comparison of the two tasks within some of the individual subjects revealed activation patterns similar to the group average, especially within left inferior frontal and left superior/middle parietal cortices. This fact combined with the efficiency with which the data can be obtained (here, in about an hour of functional scanning) and the adaptability of the task for many different subject populations suggests a wide range of possibilities for this technique: it could be used to track language development (e.g. in children), compare language organization across subject populations (e.g. for dyslexic or blind subjects), and identify language regions within individuals (e.g. potentially to aid in surgical planning).
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1. Introduction

Language is one of the primary abilities that distinguishes humans from other species. When the opportunity arose to complement lesion-deficit studies of human cognition with functional neuroimaging methods, one of the first such studies investigated language [28]. Since this initial report, there have been numerous attempts to identify language-related brain regions and to further characterize them as exhibiting preferential activity for various subcomponents of language processing (for reviews see [12,29,30]). Due to the complexity of linguistic processing, research has focused on the reading of single words as a starting point for understanding the neural bases of language.

Two broad classes of processes in single word reading are semantic (or meaning-based) and phonological (or sound-based) processing. Regions active during semantic processing have been found consistently within left inferior frontal cortex [3,8,9,15,16,18,26,29,35]. Specifically, a region in the anterior and ventral aspect of the inferior frontal gyrus (IFG, approximate BA47/10) has been repeatedly identified as contributing to semantic processing. Other such regions have been identified in right cerebellum [10,33] and left middle temporal cortex [33,43].

Phonologically-related regions have been reported within left inferior parietal cortex (BA40) in or around the supramarginal gyrus [17]. Other studies have focused on a region within the posterior aspect of the inferior frontal gyrus...
corresponding roughly to Broca’s area, [9,45]. Polkdrack et al. [29] failed to find any frontal regions preferentially active for phonological processing and suggested that the reason may be that whenever semantic processing is performed on a word, phonological processing accompanies automatically, cf. [6]. Indeed, several other studies directly contrasting semantic and phonological processing have failed to find differences within IFG [19,31,32]. We attempted in the present report to diminish the tendency for recruitment of both semantic and phonological process during single word reading in order to more cleanly dissociate the two processes.

In an ostensibly unrelated literature, recent studies have demonstrated that false memories can be created by challenging semantic and phonological systems. When presented with many (e.g. 15) semantic associates, people often later recall and recognize having heard a word related to the presented associates but not itself presented. For example, after encountering bed, rest, awake, tired … people recall and recognize having studied sleep [7,34]. Similarly, phonologically-related words can lead to false memories; after studying sweep, steep, sleep, stop people mistakenly recall and recognize sleep [23,38,46].

The goal in the present report was to apply the logic used in creating these false memory paradigms to study language; that is, we sought to use the lists of associated words to separately challenge the semantic and phonological systems in order to pull apart regions preferentially activated for semantic and phonological processing. The primary goal was to develop a tool with which to identify regions differentially activated by attention to semantics and to phonology.

2. Method

2.1. Subjects

Subjects (N = 20, 18 females, mean age 22.1, range 18–32 years) were recruited from the Washington University community in return for payment. All reported being right-handed native speakers of English with normal or corrected-to-normal vision and no history of significant neurological problems. Subjects provided informed consent in accordance with the guidelines set by the Washington University Human Studies Committee.

2.2. Materials

Seventy-two word lists served as stimuli. Lists consisted of 16 words related to one another semantically (e.g. bed, rest, awake) or phonologically (e.g. weep, beep, heap). The phonologically-related words all rhymed. Materials are available from the authors.

The median word length was 5 for both the semantic and phonological lists, and the median word frequency was 23 per million for the semantic lists and 13.5 per million for the phonological lists [20].

In six encoding runs, subjects studied 72 16-word lists (12 lists/run). A blocked design was used, such that each subject studied semantic and phonological lists (randomly-ordered) within each run. At the beginning of each block (i.e. list), a cue was displayed (“meaning” or “rhyme”) to inform subjects of the type of list they were about to see, and they were instructed to use the cue to help them focus on the relations among the upcoming words. Words were displayed quickly, such that each 16-word list was displayed in 10 s. Words were displayed one at a time for approximately 560 ms apiece with a 50 ms interstimulus interval. Following each block of words was a brief period (12.5 s), in which subjects were shown a crosshair and asked to fixate on it and await the next list.

Subjects were instructed to attend closely to the relations among words within each list. In the semantic condition, they were told to think about how the words could be meaningfully connected (e.g. tiger, circus, jungle), and in the rhyme condition they were told to think about how the words sounded alike (e.g. skill, fill, hill) and to say the words silently to themselves while thinking about the similarity in the sounds. Subjects were informed that memory tests would occur after some runs but that they should simply focus on the task at hand while viewing the lists. The full set of instructions is available from the authors.

2.3. Scanning procedures

Scans were obtained on a 1.5 Tesla Siemens Vision System (Erlangen, Germany) with a standard circularly-polarized head coil. A Power Macintosh computer (Apple, Cupertino, CA) and Psyscope software [4] displayed the visual stimuli. An LCD projector shielded with copper wire displayed stimuli on a screen placed at the head of the bore. Subjects viewed the screen via a mirror fastened to the head coil. A pillow and surgical tape minimized head movement. Headphones dampened scanner noise and enabled communication with subjects.

Structural images were acquired using a high-resolution sagittal MPRAGE sequence (1.25 mm × 1 mm × 1 mm voxels). Functional images were collected with an asymmetric spin-echo-planar sequence sensitive to blood-oxygenation-level-dependent (BOLD) contrast [21,24]. In each functional run, 128 sets of 16 contiguous, 8 mm-thick axial images (TR = 2500 ms, 3.75 mm × 3.75 mm in-plane resolution) were acquired parallel to the anterior–posterior commissure–plane; this procedure offered whole-brain coverage at a high signal-to-noise ratio [5]. Approximately 3 min elapsed between runs, during which time instructions were given to subjects over their headphones. The first four images of each run were not included in the functional analyses but were used to facilitate alignment of the functional data to the structural images.

Each subject participated in six runs; after each of the first three runs, a recognition memory test was administered; the test data will be reported elsewhere.
A blocked design was used. Onset of lists coincided with onset of a TR (repetition time). Each task block spanned five TRs: the orienting word appeared for 2 s, followed by the 16 words in the list. Ordering of the blocks was unpredictable from the subjects’ standpoint.

2.4 fMRI data analysis

Data for each subject were corrected for intensity differences across odd- and even-numbered slices, interpolated to 3 mm × 3 mm × 3 mm voxels, aligned to correct for slice-based within-trial differences in acquisition times, movement-corrected within and across runs, and transformed into standardized atlas space [39] via a linear warp [2]. Whole brain normalization to a common mode of 1000 facilitated comparisons across subjects, and a Gaussian smoothing filter (6 mm full-width half-maximum) accommodated variations in activation loci across subjects.

Similarities between activation during semantic and phonological lists were demonstrated qualitatively by performing separate random effects t-tests for each 3 mm isotropic voxel on the activation magnitudes (% signal change) for the semantic lists relative to the control period and for the phonological lists relative to the control period. The results of these t-tests for each voxel for each condition (semantic list, phonological list, and control period) were then performed dependent-measures t-tests for each voxel for the semantic-control contrast and for the phonological-control contrast. Regions demonstrating preferential activation for one type of list over the other were of primary interest and were obtained using a similar t-test on the activation magnitudes for the semantic and phonological lists for each 3 mm isotropic voxel.

Previous Monte Carlo simulations on random noise patterns (using a method similar to that described in [14]) suggested that to achieve a whole-brain P-value of 0.05 we should accept only voxels exceeding $P < 0.0012$ that were also contiguous with at least 11 other voxels exceeding this threshold.

An automated peak-search algorithm was applied to the multiple-comparison corrected image resulting from the semantic-phonological t-test to identify the location (in atlas coordinates) of peak activations on the basis of level of statistical significance. Regions around the peak activations were identified interactively by choosing contiguous voxels surpassing the significance threshold.

The statistical activation maps in Talairach and Tournoux atlas space were displayed using the Computerized Anatomical Reconstruction and Editing Toolkit (CARET) software [42], which is obtainable at http://sab.wustl.edu. This software was used to view cortical activations projected onto the surface of a high resolution structural brain image and to flatten the cortical data for display in two dimensional “flatmaps” to enable views of the entire left and right hemispheres within one figure.

3. Results

3.1 Similarities between attending to semantic and phonological relations

Although the primary focus here is on the differences between two classes of verbal processing, one can see from the top two rows of Fig. 1 (left hemisphere) and Fig. 2 (right hemisphere) that relative to a low-level baseline (fixating on a crosshair) semantic and phonological lists elicited activation in many of the same regions. The similarities highlight the point that the differences we will focus on tend to represent differences in degree of activation within similar networks and not altogether different networks for semantic and phonological processing. Nonetheless, it is also evident from Figs. 1 and 2 that activation in some regions was statistically significant in one task but not the other task.

Relative to the baseline control condition, both tasks activated left inferior frontal cortex (BA44/45 and BA44/45/46 extending into premotor and motor areas), right inferior frontal cortex (BA11/12/13), bilateral occipital cortex (BA17/18/19), bilateral fusiform gyrus (BA37), and (not shown in the figures) medial frontal gyrus (BA6, pre-supplementary motor area, pre-SMA), bilateral precentral (BA6), and bilateral cerebellum. Although inferior frontal activations were strongly left-lateralized ventrally they became bilateral more dorsally and extended into right middle frontal gyrus.

Some of the statistical differences highlighted in the following section can be intuited by examination of these images. To anticipate, in the top two rows of Fig. 1 it can be seen that relative to the low-level baseline condition, activation within left inferior frontal cortex was more extensive in the semantic condition than the phonological condition, especially in the anterior/ventral regions. Further, reliable left superior/middle temporal activation appears for the semantic condition but not the phonological condition.

3.2 Differences between attending to semantic and phonological relations

Differences in activity for the two list types can be seen in the bottom rows of Fig. 1 (left hemisphere) and Fig. 2 (right hemisphere) and in Tables 1 and 2. Whereas the blue activity at the top of the figures represents de-activation (of the active task state relative to the control state), it represents regions preferentially active for the phonological task (relative to the semantic task) in the bottom row, and the red-yellow represents regions preferentially active for the semantic task (relative to the phonological task). The activation magnitudes (% signal change) underlying these
differences and the peak activation coordinates for the regions can be seen in Table 1 (semantic > phonological) and Table 2 (phonological > semantic).

As can be seen by examining the orange-yellow regions in Fig. 1, preferential activation for semantic processing was observed in the LIFG both anteriorly/ventrally (BA47) and posteriorly/dorsally (BA44/45). In addition, regions within left superior/middle temporal gyrus (BA22/21), left occipital cortex (BA18/17), left fusiform gyrus (BA37), and right frontal cortex (BA9/46, shown in Fig. 2) showed this pattern of greater activation for semantic than phonological processing.

Preferential activation for phonological processing (shown in blue) occurred in left premotor cortex along the posterior border of the inferior frontal gyrus (BA6/44). In addition, regions within bilateral inferior parietal cortex (BA40) and precuneus (BA7) showed similar patterns.

Below we consider in more detail the patterns shown in
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3.3. Frontal cortex

Within frontal cortex, greater activation for semantic than phonological lists was observed within left anterior/ventral inferior frontal cortex (BA47; peak $-43, 39, 0$, labeled A in Fig. 1). A similarly left-lateralized activation pattern was seen in a region even further ventral (BA47/11; peak $-37, 36, -12$, labeled B in Fig. 1, best seen in the ventral view). In both cases there was reliable activation (relative to baseline) for the semantic lists but little (BA47) or not significant (BA47/11) activation for the phonological lists.

As can be seen in the region labeled C in Fig. 1, a separate region within left inferior frontal cortex, which
is found dorsal and posterior to those just described, also showed preferential activation for semantic lists. For region definition we separated this activation into separate components (around the two peaks found by the search algorithm, −37, 18, 18; −31, 3, 27), although this was a large area of activation and may represent one large functional area. The activation spread along the IFG (BA44, along the border with BA45) and into middle frontal gyrus. Although greater activation was found for semantic lists, these regions showed robust activation for both semantic and phonological lists (all magnitudes reliably exceeded baseline magnitudes).

Table 1
Regions demonstrating greater activation for lists of semantically-related words than lists of phonologically-related words

<table>
<thead>
<tr>
<th>Coordinates (x, y, z)</th>
<th>% Change</th>
<th>Approximate location</th>
<th>Label in Figs. 1 and 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Semantic</td>
<td>Phonological</td>
<td></td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−43, 39, 0</td>
<td>0.31*</td>
<td>0.08*</td>
<td>Left inferior/middle frontal gyrus (BA47)</td>
</tr>
<tr>
<td>−37, 36, −12</td>
<td>0.32*</td>
<td>0.07</td>
<td>Left middle/inferior frontal gyrus (BA47/11)</td>
</tr>
<tr>
<td>−37, 18, 18</td>
<td>0.52*</td>
<td>0.24*</td>
<td>Left inferior frontal gyrus (BA44/45)</td>
</tr>
<tr>
<td>−31, 3, 27</td>
<td>0.58*</td>
<td>0.29*</td>
<td>Left inferior frontal gyrus (BA44)</td>
</tr>
<tr>
<td>−34, 3, 51</td>
<td>0.28*</td>
<td>0.06</td>
<td>Left middle frontal gyrus (BA46)</td>
</tr>
<tr>
<td>52, 27, 24</td>
<td>0.60*</td>
<td>0.34*</td>
<td>Right middle/inferior frontal gyrus (BA46/44/9)</td>
</tr>
<tr>
<td>−7, 9, 54</td>
<td>0.30*</td>
<td>0.08</td>
<td>Medial frontal gyrus (pre-SMA, BA6)</td>
</tr>
<tr>
<td>Temporal</td>
<td>−58, −45, 0</td>
<td>0.28*</td>
<td>0.08</td>
</tr>
<tr>
<td>Occipital</td>
<td>−16, −96, −3</td>
<td>0.30*</td>
<td>0.15*</td>
</tr>
<tr>
<td>−19, −99, 12</td>
<td>−0.11</td>
<td>−0.36*</td>
<td>Left cuneus (BA18)</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>19, −81, −3</td>
<td>0.11*</td>
<td>0.02</td>
</tr>
<tr>
<td>−31, −75, −36</td>
<td>0.06</td>
<td>−0.05*</td>
<td>Right cerebellum</td>
</tr>
<tr>
<td>−10, −78, −33</td>
<td>0.16*</td>
<td>0.04</td>
<td>Left cerebellum</td>
</tr>
<tr>
<td>Fusiform</td>
<td>−34, −45, −18</td>
<td>0.35*</td>
<td>0.15*</td>
</tr>
</tbody>
</table>

Coordinates correspond to peak activations, magnitudes correspond to percent signal change relative to baseline, and asterisks (*) indicate activation magnitudes greater than baseline (fixation) levels (P < 0.05). Regions shown in bold font are those demonstrating activation in the positive direction for the semantic condition relative to baseline.

Table 2
Regions demonstrating greater activation for lists of phonologically-related words than lists of semantically-related words

<table>
<thead>
<tr>
<th>Coordinates (x, y, z)</th>
<th>% Change</th>
<th>Approximate location</th>
<th>Label in Figs. 1 and 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Semantic</td>
<td>Phonological</td>
<td></td>
</tr>
<tr>
<td>Frontal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−85, 3, 15</td>
<td>−0.06</td>
<td>0.14*</td>
<td>Left inferior frontal/precentral gyrus (BA46/44)</td>
</tr>
<tr>
<td>−40, 3, 0</td>
<td>−0.15*</td>
<td>−0.04</td>
<td>Right insula</td>
</tr>
<tr>
<td>31, 24, 45</td>
<td>0.22*</td>
<td>−0.10*</td>
<td>Right middle frontal gyrus (BA45)</td>
</tr>
<tr>
<td>Parietal</td>
<td>−43, −39, 36</td>
<td>−0.21*</td>
<td>0.07</td>
</tr>
<tr>
<td>−55, −36, 30</td>
<td>−0.10*</td>
<td>0.04</td>
<td>Left inferior parietal/supramarginal gyrus (BA40/47)</td>
</tr>
<tr>
<td>−36, −33, 39</td>
<td>−0.16*</td>
<td>0.07</td>
<td>Left inferior parietal lobule (BA40)</td>
</tr>
<tr>
<td>−40, −42, 57</td>
<td>−0.21*</td>
<td>0.09</td>
<td>Left inferior parietal lobule (BA40)</td>
</tr>
<tr>
<td>43, −39, 45</td>
<td>−0.05</td>
<td>0.10*</td>
<td>Right inferior parietal lobule (BA49)</td>
</tr>
<tr>
<td>52, −30, 27</td>
<td>−0.19*</td>
<td>−0.10*</td>
<td>Right inferior parietal lobule (BA40)</td>
</tr>
<tr>
<td>55, −33, 36</td>
<td>−0.28*</td>
<td>−0.13*</td>
<td>Right inferior parietal lobule (BA40)</td>
</tr>
<tr>
<td>52, −45, 30</td>
<td>−0.20*</td>
<td>−0.06</td>
<td>Right supramarginal gyrus (BA40)</td>
</tr>
<tr>
<td>−13, −69, 39</td>
<td>−0.28*</td>
<td>−0.13*</td>
<td>Left precentral lobe (BA6)</td>
</tr>
<tr>
<td>13, −60, 48</td>
<td>−0.14*</td>
<td>0.03</td>
<td>Right precentral (BA6)</td>
</tr>
<tr>
<td>19, −69, 31</td>
<td>−0.23*</td>
<td>−0.07</td>
<td>Right precuneus (BA7)</td>
</tr>
<tr>
<td>−31, −57, 48</td>
<td>0.06</td>
<td>0.26*</td>
<td>Left superior/inferior parietal lobule (BA7/40)</td>
</tr>
<tr>
<td>31, −48, 51</td>
<td>0.03</td>
<td>0.21*</td>
<td>Right superior/inferior parietal lobule (BA7/40)</td>
</tr>
<tr>
<td>Occipital/Temporal</td>
<td>43, 40, −81, 6</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>−43, −60, −6</td>
<td>0.35*</td>
<td>0.49*</td>
<td>Right middle occipital gyrus (BA19)</td>
</tr>
<tr>
<td>10, −60, 30</td>
<td>−0.76*</td>
<td>−0.38*</td>
<td>Right cuneus/precentral</td>
</tr>
<tr>
<td>Cingulate</td>
<td>4, −30, 39</td>
<td>−0.28*</td>
<td>−0.12*</td>
</tr>
</tbody>
</table>

Coordinates correspond to peak activations, magnitudes correspond to percent signal change relative to baseline, and asterisks (*) indicate activation magnitudes greater than baseline (fixation) levels (P < 0.05). Regions shown in bold font are those demonstrating activation in the positive direction for the phonological condition relative to baseline.
Posterior to this region within posterior/dorsal IFG was a functionally distinct region (labeled D), which demonstrated the opposite pattern: greater activation for the phonologically-related lists. This pattern was found along the border of the left precentral and inferior frontal gyri (peak −55, 3, 15, BA6/44) and extended ventrally into left insular cortex. This region demonstrated reliable activation (relative to baseline) for the phonological lists but not the semantic lists (see Table 2).

A single region in right frontal cortex showed greater activation for semantic than phonological processing (peak 52, 27, 24, labeled E in Fig. 2). Two right frontal regions demonstrated the opposite pattern (i.e. phonological > semantic); however, they demonstrated decreases in activity relative to baseline in the semantic condition but less negative activations (or nonsignificant activity) in the phonological conditions. It is unclear how to interpret regions that show decreases in activation during an active task (e.g. is a region that shows more pronounced de-activation for semantic than phonological attention a semantic region or a phonological region?) Therefore, no strong conclusions will be drawn for these regions (or any regions showing similar patterns). The details of these activations can be gleaned from the tables.

3.4. Parietal cortex

Whereas most of the left IFG differences involved a semantic preference, multiple regions in parietal cortex demonstrated a phonological preference. These included regions within bilateral inferior (BA40) parietal cortex in the vicinity of the supramarginal gyrus and bilateral precuneus (BA7).

Unlike the patterns seen throughout most of frontal cortex but similar to those frontal regions most recently discussed, many of the parietal regions demonstrated decreases in activity relative to baseline in the semantic condition but non-significant activations (or less negative activations) in the phonological conditions. As argued above, it is ambiguous how regions showing such patterns should be interpreted. Further complicating the issue is that some of these parietal regions demonstrating decreases relative to the control state appear similar to those that tend to de-activate across a wide variety of tasks [36]. Multiple regions within left inferior parietal cortex (BA40) demonstrated the same pattern: robust deactivation (relative to the baseline measure) in the semantic condition and no reliable activation (albeit consistently in the positive direction) in the phonological condition.

There were three parietal regions in Table 2, though, that demonstrated strong positive activation for the phonological task (peaks −43, −39, 45; −31, −57, 48; −48, 31; −51 for regions labeled F, G, and H, respectively). Note that these regions (like those in precuneus) are fairly medial and therefore are not well-viewed with the lateral surfaces shown in Figs. 1 and 2.

3.5. Temporal cortex

A single peak within temporal cortex was obtained in the semantic-phonological t-test; specifically, a region in or near the superior temporal sulcus (BA22/21; I in Fig. 1) demonstrated preferential activation for the semantic lists (peak −58, −45, 0). Relative to baseline, this region exhibited reliable activation for the semantic lists but not the phonological lists.

3.6. Occipital cortex

Two regions in early visual areas demonstrated greater activation for semantically-related than phonologically-related lists (see Table 1). This was unexpected and might represent a manifestation of perceptual priming in unusually early visual regions. That is, the phonologically-related lists
3.7. Individual subject data

The strength of the manipulation performed in this experiment can be seen by examining the data of individual subjects. For many (but not all) of our subjects, a simple contrast between activation levels for semantic and phonological lists revealed differences qualitatively similar to those seen at the group level. Most robust among these differences were the regions near the superior temporal sulcus (BA22/21) and left anterior/ventral IFG (BA47), which are highlighted with seven subjects’ data in Fig. 3.

Phonological superiority within regions in inferior and superior parietal cortices was sometimes observed at the level of individual subjects, as well, although the regions were not as cleanly obtained as those mentioned above and were seen less consistently.

3.8. Flatmaps

Fig. 4 displays the semantic-phonological t-test data (displayed at the bottom of Figs. 1 and 2) in flattened space [41,42]. One of the benefits of such a display is that the entire left and right hemisphere cortical activations can be viewed in a single glance. For current purposes, these projections are used primarily to highlight the distinctions being made among frontal regions. Fig. 4 strengthens the conclusions made previously: attention to semantics and to phonology activate functionally separable regions within inferior frontal cortex. Regions within ventral/anterior IFG show greater activation to semantic than phonological lists. In addition, there are functionally distinct regions within posterior/dorsal IFG; the anterior aspect (BA44/45) shows preferential activation for semantic processing, whereas a more posterior region close (but not contiguous) to this region shows the opposite pattern: preferential activation to phonology (BA6/44).

In addition, the preferential activation in left superior/middle temporal cortex can be seen in this view as can the single right hemisphere region showing preferential activation for attention to semantics (relative to phonology).

4. Discussion

The results obtained here are consistent with a large body of neuroimaging of reading/language studies that demonstrate differential activation patterns for semantic and phonological processing within left inferior frontal cortex, left superior/middle temporal cortex, bilateral inferior parietal cortex, precuneus, left fusiform gyrus, and right cerebellum. We view the current dataset as making two primary contributions.

4.1. Primary contributions

4.1.1. Further specification of the functional distinction between anterior/ventral and posterior/dorsal regions within IFG

There has been considerable recent interest in elucidating the potentially different contributions made by anterior/
ventral and posterior/dorsal IFG in language processing [11,16,22,27,44,45]. For example, Fiez [11] noted that “activations attributed to semantic processing have been most often located anteriorly within the ventral inferior prefrontal cortex (BA47/10), whereas activations attributed to phonological processing have been more frequently located posteriorly within the triangular and opercular portions of the inferior frontal gyrus (BA 44 and 45)” (pp. 81–82).

The present study contributes to this understanding. Although both attention to semantic and to phonological processing activate a large swath of cortex along the IFG that (relative to a low-level baseline measure) appears somewhat similar, contrasts between the tasks reveal the importance of the emerging distinction between anterior/ventral (BA47) and posterior/dorsal (BA44/45) IFG. However, this dataset goes beyond that distinction in that it demonstrates that although there indeed appears to be an alignment of the anterior/posterior portion of IFG with semantic processing, there is an important subdivision to be made within the posterior/dorsal portion of IFG. That is, within dorsal/posterior IFG there appears to be an anterior/posterior distinction such that the anterior component (BA44/45) aligns with semantic processing and the posterior portion (BA6/44) aligns with phonological processing.

On a more speculative note, an examination of Fig. 1 suggests there may be yet another functional region within left IFG, which is active equivalently for attention to semantics and phonology; this region (peak −50, 30, 8; in or near BA45) can be seen as the most anterior region active in the phonological versus baseline comparison and is also revealed in the semantic versus baseline comparison. However, it did not emerge from the contrast between the two lists types (but would lie between regions A and C in Fig. 1). This null effect is suggestive of a region that could be active for verbal tasks in general but not showing preferential activation for attention to semantic or phonological relations among words; such a region might play a role in more general lexical processing.

4.1.2. An efficient method for identification of cortical language sites

The second (and perhaps primary) contribution of this study is that it demonstrates a method for efficiently and cleanly identifying language regions within a single group of subjects and within a subset of individual subjects. Attending to relations among associated words is a fairly natural task, one which can be performed by a wide variety of subject populations (including people with incompletely-developed language, e.g. children). Hence, this task could be readily adapted for the study of cross-population differences in reading (e.g. tracking the development of language in children, examining differences between dyslexic and normal readers). It also appears to be a viable option for subject groups who cannot tolerate long scanning sessions.

The potential to obtain interpretable data within individual people in about an hour of functional scanning suggests that this may be a useful task to explore with respect to pre-operative scanning. Neurosurgical procedures for patients (e.g. with intractable seizures or brain tumors) in left frontal and temporal cortices often require localization of language function [25]. Intraoperative cortical stimulation mapping identifies regions responsible for language function, but such procedures require substantial effort on the part of patients, require patients to be awake for a portion of the procedure, are time consuming, and (most critically) cannot divulge before surgery whether a region is inoperable due to its recruitment in language function [40]. However, correlating fMRI activation with cortical stimulation and with surgical outcome has thus far been difficult [13,47], at least in part because gaining interpretable data within subjects is challenging. We are currently exploring the extent to which the contrasts available from this procedure might identify language regions similar to those pinpointed by intraoperative cortical mapping. That is, we are examining the semantic-phonological comparison and the semantic and phonological lists together relative to baseline to see which contrasts (if any) predict localization of function within the operating room.

We consider here features of this method that may contribute to its power in detecting language differences. First, the lists themselves were designed to selectively (although admittedly not exclusively) challenge semantic and phonological systems, and this feature of the lists is one that is thought to give rise to false recall [23]. Second, we enhanced this naturally-occurring selective activation by instructing people to attend to the relations among words within lists. Further, we presented subjects with a cue (“meaning” or “rhyme”) so that they would not need to figure out which dimension to attend to during presentation of the first several words. In addition, we presented the words rapidly in an attempt to challenge the systems of interest and to leave few cognitive resources for processing alternate dimensions of the words. That is, when presented with bed, rest, awake, etc. rapidly and told to attend to the semantic relations among the words people cannot readily ponder the phonological characteristics of the words; likewise, when presented with beep, weep, peep, etc. and asked to attend to the rhyming aspects of the words, people have little time to attend to the words’ meanings. This feature is in contrast to tasks such as semantic generation and semantic decisions, which have led to substantial understanding of the neural bases of language but also are likely less process pure in that their slow nature leaves time and resources for multiple confounding processes to intrude; in addition, these methods make metalinguistic response demands that are not present in the current procedure, in which no overt responding is required. Finally, we employed a rapidly-alternating blocked design sequence, which has been shown to be one of the most efficient, robust means of acquiring fMRI data [1]. It is worth noting that future studies that wish to capitalize upon the possibility of obtaining interpretable data within a subset of individual subjects may benefit from an expansion of...
materials and the number of functional runs (perhaps doubling both).

We believe that a critical component of the task is that it is challenging. Hence, although it may be important to increase the presentation duration (or simplify the words) for use by some subject groups, we feel that it is optimal to have the presentation rate be challenging to the subject; further, although there is nothing critically important about having exactly 16 words, we propose that it is also desirable that people be presented with many related words (and be asked to attend to the relations among them). It may also be that associates that converge in multiple directions upon a critical “missing” word (such as those used here) present an additional challenge to the subject who is trying to integrate the words in a way that (say) lists of categorical words might not.

4.2. Additional considerations

Throughout the paper, we have referred to the processes under investigation as being phonological or semantic in nature. There are several caveats that should be applied here. First, we have examined controlled attention to semantic relations or phonological relations among words. We do not yet know the extent to which these differential neural responses reflect that attention or whether they would emerge from more automatic processing, too. It is also not known whether these differences are modality-specific or whether they will generalize to the auditory domain. Further, there are multiple types of semantic and phonological processing, and we are unable to map specific subprocesses onto neural regions with this dataset.

In addition, the phonologically-related lists have significant orthographic overlap. Although we cannot rule out some influence of orthographic overlap, we believe that the semantic-phonological terminology provides a reasonable description of the contrast in this experiment. First, the words within phonological lists all rhymed, and subjects were specifically asked to attend to that feature. They were told to say the words in their heads and to think about the words within phonological lists all rhymed, and subjects were specifically asked to attend to that feature. They were told to say the words in their heads and to think about how each word sounded like the other words within the list. Second, the activation patterns achieved are similar to those seen in other studies of phonological processing. Thus, we believe that the semantic-phonological description provides a reasonable heuristic (albeit at a somewhat general level) for the processes contrasted here.

5. Conclusion

In conclusion, we have described a method for cleanly identifying neural substrates of processes underlying attention to semantic and phonological relations among written words. We have demonstrated that the distinction between anterior/ventral IFG and posterior/dorsal IFG as being involved in semantic and phonological processing (respectively) may benefit from further precision. That is, within posterior/dorsal IFG, there appears to be an anterior-semantic component (BA44/45) and a posterior-phonological component (BA6/44). More generally, we believe we have identified a tool with potentially wide-ranging utility in the study of the neural bases of language.
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