Unmasking Language Lateralization in Human Brain Intrinsic Activity
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Abstract

Lateralization of function is a fundamental feature of the human brain as exemplified by the left hemisphere dominance of language. Despite the prominence of lateralization in the lesion, split-brain and task-based fMRI literature, surprisingly little asymmetry has been revealed in the increasingly popular functional imaging studies of spontaneous fluctuations in the fMRI BOLD signal (so-called resting-state fMRI). Here, we show the global signal, an often discarded component of the BOLD signal in resting-state studies, reveals a leftward asymmetry that maps onto regions preferential for semantic processing in left frontal and temporal cortex and the right cerebellum and a rightward asymmetry that maps onto putative attention-related regions in right frontal, temporoparietal, and parietal cortex. Hemispheric asymmetries in the global signal resulted from amplitude modulation of the spontaneous fluctuations. To confirm these findings obtained from normal, healthy, right-handed subjects in the resting-state, we had them perform 2 semantic processing tasks: synonym and numerical magnitude judgment and sentence comprehension. In addition to establishing a new technique for studying lateralization through functional imaging of the resting-state, our findings shed new light on the physiology of the global brain signal.
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Introduction

Early postmortem lesion studies established the link between damage to left hemisphere inferior frontal and temporal cortical structures and pronounced language deficits (Broca 1861; Wernicke 1874). These early observations and many since from lesion (e.g., Damasio et al. 2004), split-brain (e.g., Gazzaniga 1983), and task-state functional imaging studies (for a review, see Price 2012) have revealed that the left hemisphere is specialized for language processing in the human brain. In contrast, results from resting-state functional imaging studies have been less clear. While one study showed left lateralization of both inferior frontal and temporal areas (Liu et al. 2009), others have failed to show left lateralization of temporal cortex (Smith et al. 2009), have instead showed right lateralization of inferior frontal areas (Tomasi and Volkow 2012), or have failed to show clear lateralization in either area (Lee et al. 2012; Hacker et al. 2013; Muller and Meyer 2014; Tie et al. 2014; Zhu et al. 2014). Thus, support for leftward lateralization of intrinsic activity in putative language processing areas has been conflicting.

The right hemisphere has been postulated to be specialized for attentional processing. Support comes from patients suffering from spatial neglect after right hemisphere damage (e.g., Heilman and Abell 1980), the performance of spatial tasks by split-brain individuals (e.g., LeDoux et al. 1977), and task-state functional imaging studies of visuospatial attention (e.g., Cai
et al. 2013). Regions commonly considered preferential for attentional processing include the frontal eye fields (FEFs) and intraparietal sulcus (IPS) of the dorsal attention system and the temporoparietal junction (TPJ) and ventral frontal/insular regions of the ventral attention system (for reviews, see Corbetta and Shulman 2011; Vossel et al. 2014). While resting-state imaging studies have found right ventral parietal regions to have greater functional connectivity to the ventral attention system than their left hemisphere homologs, the lateralization of parietal and frontal regions of the dorsal attention system has been much less clear (Fox et al. 2006; Hutchison et al. 2012; Kucyi et al. 2012; Lee et al. 2012; Daselaar et al. 2013; Hacker et al. 2013; Markett et al. 2014).

Previous work on the brain’s lateralized organization in the resting-state has focused on the residual lateralization present after removal of the global signal (Liu et al. 2009; Gee et al. 2011; Wang et al. 2013). Although the global signal was originally regarded as a nuisance variable reflecting physiologic artifacts (Hampson et al. 2002; Greicius et al. 2003; Fox et al. 2005), its removal has been observed to change the topography among and relationship between systems (Weissenbacher et al. 2009) suggesting it includes a signal of neural origin (Scholvinck et al. 2010). We explored the hemispheric asymmetries in the resting-state global signal. Using a simple subtraction methodology that removed contributions from cardiac (Shmueli et al. 2007), respiration (Wise et al. 2004), and head movement signals (Power et al. 2012; Zeng et al. 2014) common to both hemispheres, we mapped the remaining neural signal over the entire brain to identify leftward and rightward asymmetric regions. We show hemispheric asymmetries of the global signal account for a substantial amount of variance and measure effect sizes. This mapping is found to be robust across models and is validated with a much larger data set. Finally, the functional relevance of these resting-state asymmetries was examined to identify regions preferential for semantic processing.

Materials and Methods

Paradigm and Subjects

Two fMRI data sets were analyzed. The first was a cohort of twenty healthy, right-handed subjects (8 male, average age 28.7) that participated in a resting and task-state experiment. The second was a previously published resting-state cohort of 120 healthy, young, right-handed subjects (60 male, average age 24.7) culled from 9 different studies (see Power et al. 2013 for details). This latter group was used to validate the resting-state effects found in the much smaller cohort. The Washington University Institutional Review Board approved the experimental protocols, and subjects gave written consent prior to participation.

For the smaller cohort, the resting and task-state experiment was completed in a single session and included 3 run types in the following order: 1) wakeful rest, 2) synonym and numerical magnitude judgment and 3) sentence comprehension. The experiment was performed in 3 series, so 3 runs of each type were collected. For the first run type, wakeful rest, subjects maintained fixation on a foveal crosshair for the duration of the 6-min run.

Synonym and numerical magnitude judgment tasks were used clinically to test verbal comprehension in semantic dementia and other aphasic groups (Lambon Ralph et al. 2009). For this second run type, we utilized a blocked design. For synonym judgment blocks, subjects indicated whether the second or third word was closer in meaning to the first. Likewise for numerical magnitude judgment blocks, subjects indicated whether the second or third number was closer in value to the first. Responses were made with a left-hand button press on an MR compatible button box. For both block types, blocks lasted 22.5 s and began with a foveal green crosshair for 2.5 s followed by 4 trials each with a duration of 5 s. The 3 individual stimuli within a trial were presented serially and foveally for 700 ms separated by a 250-ms blank interval. A 2.4-s response interval followed the third item. Blocks were randomized and separated by a 15-s fixation interval. Each 6.75-min run began and ended with a 15-s fixation interval and included 10 blocks, for a total of 30 blocks over the 3 runs. The first 8 subjects performed one version of this task, which included 15 synonym judgment blocks and 15 numerical magnitude judgment blocks. The remaining 12 subjects performed a second version with 20 synonym judgment blocks and 10 numerical magnitude judgment blocks. For this second version, the synonym judgment task included 10 blocks of abstract words (Coughlan and Warrington 1978; Warrington et al. 1998; Noppeney and Price 2004, Jefferies et al. 2009) and 10 blocks of sensory words (Noppeney and Price 2004).

For the third run type, sentence comprehension, subjects fixated on a foveal crosshair while listening to sentences through MR compatible headphones. Sentences were either plausible (“A broken wing meant the bird couldn’t fly”), implausible (“A broken wing meant the bird couldn’t write”), or spectrally rotated versions of implausible sentences. Spectrally rotated sentences were created by multiplying each implausible sentence by a 4500-Hz sine wave then low-pass filtering with a cutoff frequency of 4000 Hz (Scott et al. 2000). Spectral rotation retains some of the phonetics of normal speech, but intelligibility is very difficult (Blesser 1972). All sentences were normalized to have the same peak volume. Sentence presentation followed an event-related design, with each sentence lasting approximately 3 s followed by a randomly jittered interval to yield stimulus onset asynchronies of 5, 7.5 and 10 s. Each 5-min run included 13 sentences of each of the 3 types that were randomly intermixed. Thus, the entire experiment included 39 plausible, 39 implausible, and 39 rotated sentences. Passive sentence listening accesses speech comprehension, and the comparison of sentences with plausible and implausible meanings measures semantic processing while controlling for phonological, lexical, and syntactic processing along with working memory (Price 2010). The comparison of the sentences with plausible and implausible meanings to spectrally rotated sentences contrasts processing related to speech comprehension to more general auditory processing while controlling for the acoustic complexity and intonation structure of normal speech (Blesser 1972; Scott et al. 2000).

Stimulus Presentation

All stimuli were presented using E-Prime on a Dell laptop. Audio levels were set with a short trial run at the beginning of the experiment. Subjects listened to plausible, implausible, and spectrally rotated sentences and indicated with a button press whether the volume should be increased or decreased. The sentences presented during the trial run were different from the ones presented during the sentence comprehension task. For visual presentation a mirror was placed on the top of the head coil allowing visualization of stimuli on a projection screen via an LED projector at the back of the scanner.

Data Acquisition

Images were acquired with a Siemens 3 T Trio system (Erlangen) with a Siemens 12-channel Matrix head coil. A single high-
resolution structural run was acquired using a sagittal magnetization-prepared rapid gradient echo (MP-RAGE) sequence (slice echo time = 3.08 ms, TR = 2.4 s, inversion time = 1 s, flip angle = 8°, 176 slices, 1-mm isotropic voxels). Functional runs were acquired parallel to the anterior–posterior commissure using an asymmetric spin-echo echo-planar pulse sequence (TR = 2.5 s, T2 × evolution time = 27 ms, flip angle = 90°). Thirty-two contiguous interleaved 4-mm axial slices, with a 4 × 4 mm in-plane resolution, allowed for total brain coverage.

Image Preprocessing

Frame-by-frame movement correction data from the rotation and translation in the x, y, and z planes were computed for each participant for each run. Three runs had an overall movement of ≥1.5-mm RMS and were excluded from further analysis.

Image preprocessing included the following steps: 1) compensation for slice-dependent time shifts, 2) elimination of odd/even slice intensity differences due to interleaved acquisition, 3) realignment of all data acquired in each subject within and across runs to compensate for rigid body motion, and 4) normalization to a whole brain mode value of 1000 (Ojemann et al. 1997). The functional data were transformed into atlas space (Talairach and Tournoux 1988) by computing a sequence of affine transformations (first frame of BOLD run to T2-weighted fast spin-echo to MP-RAGE to atlas representative target), which were combined by matrix multiplication, resampling to a 2-mm isotropic grid. For cross-modal (i.e., functional to structural) image registration, a locally developed algorithm was used (Rowland et al. 2005).

Wakeful Rest: Modeling Hemispheric Asymmetries of the Global BOLD Signal

To examine lateralized differences of the resting-state global signal, we considered 2 models: a hemispheric model in which weights were estimated for each hemisphere and a differential model that estimated asymmetric and symmetric weights.

The hemispheric model

The hemispheric model is motivated by the structure of the brain with its 2 hemispheres that are approximately mirror images (Keller et al. 2009). Subject-specific general linear models (GLMs) (Friston et al. 1995) were fit to the BOLD time series at each voxel:

\[
\text{BOLD}_j(t) = \text{L}_\text{global}(t) + \text{ASYM}_\text{global}(t) + \text{R}_\text{global}(t) + \text{ASYM}_\text{r}(t) + \text{R}_\text{r}(t) + \text{ASYM}_\text{w}(t) + \text{R}_\text{w}(t) + \text{ASYM}_\text{csf}(t) + \text{R}_\text{csf}(t) + \text{MOTION}_j(t) + \text{LPF}_j(t) + c_0 + c_1t
\]

where \(\text{L}_\text{global}(t)\) and \(\text{R}_\text{global}(t)\) are the time series of the left and right hemispheres for the \(j\)th run, which were formed by removing the linear trend and intercept at the voxel level then averaging over all voxels in the left and right hemispheres, respectively. Similarly, \(\text{ASYM}_\text{global}(t)\), \(\text{ASYM}_\text{r}(t)\), and \(\text{ASYM}_\text{w}(t)\) are the time series of right hemisphere voxels, respectively. These regressors were formed from each individual’s eroded white matter and ventricular masks (e.g., Power et al. 2014) by removing the linear trend and intercept at each voxel then averaging over the left and right hemisphere voxels, respectively. Head movement signals were accounted for by \(\text{MOTION}_j(t)\) which represents 24 time series formed from measured head shifts and angular displacements in 3 dimensions (i.e., X, Y, Z, pitch, yaw, and roll) along with their squares, derivatives, and squared derivatives (Friston et al. 1996; Satterthwaite et al. 2013; Yan et al. 2013; Power et al. 2014). The low-pass filter \(\text{LPF}_j(t)\) was implemented with a Fourier basis set that consisted of sine and cosine pairs modeling full cycles from the cutoff of 0.08 Hz (Biswal et al. 1995; Lowe et al. 1998) to the Nyquist frequency (e.g., McAvoy et al. 2008). Additional terms included the constant \(c_0\) and linear trend \(c_1t\) to remove slow drifts in the time series. Solving the partial correlation model of Equation 1 via ordinary least squares parsed the global signal into homotopic voxels that are approximately mirror images of the left and right hemisphere global signal weights, \(\text{L}_\text{global}\) and \(\text{R}_\text{global}\). Importantly, each voxel from each hemisphere was estimated independently in Equation 1. Homotopic voxels were not paired, rather components \(\text{L}_\text{global}(t)\) and \(\text{R}_\text{global}(t)\) extracted the left and right hemisphere global signal contributions to the resting-state time series BOLD(t) of each voxel.

The estimated weights \(\text{L}_\text{global}\) and \(\text{R}_\text{global}\) were normalized by the constant term averaged over runs, then spatially smoothed with a 4-mm full width at half maximum (FWHM) 3D gaussian kernel to blur individual differences in brain anatomy. Statistical significance was assessed with a group-level two-tailed, paired Student’s T-test on the difference between left and right hemisphere weights. The statistical map was z-transformed and corrected for multiple comparisons (\(|t| \geq 3.0, \text{minimum 21 face-}

The differential model

The hemispheric model estimates weights for each hemisphere but does not directly estimate the asymmetric and symmetric weightings between hemispheres. To extract these weights, subject-specific GLMs were fit to the BOLD time series at each voxel:

\[
\text{BOLD}_j(t) = \text{ASYM}_\text{global}(t) - \text{ASYM}_\text{r}(t) + \text{ASYM}_\text{w}(t) + \text{ASYM}_\text{csf}(t) + \text{MOTION}_j(t) + \text{LPF}_j(t) + c_0 + c_1t
\]

where \(l_j(t)\) and \(r_j(t)\) are the time series of the left and right hemispheres for the \(j\)th run, which were formed by removing the linear trend and intercept at the voxel level then averaging over all left or right hemisphere voxels for the global signal or the respective eroded masks for the white matter and ventricular signals. The regressor modeling the asymmetric signal \(l_j(t) - r_j(t)\) and the regressor modeling the symmetric signal \(l_j(t) + r_j(t)\) were normalized to their RMS values (i.e., standard deviation). This effectively implements a z-score normalization, ensuring equivalent loadings in the model. Without this normalization, the loadings on the asymmetric weights would be biased to be disproportionally larger than that on the symmetric weights. This is best understood by examining Figure 1, in that the sum of the left and right hemisphere time series (blue and red traces, respectively) will be a regresor with very large fluctuations compared with the difference. Additional terms included head motion \(l_j(t)\), the low pass filter \(\text{LPF}_j(t)\), constant \(c_0\) and linear trend \(c_1t\). See “hemispheric model” above for details. Solving the partial correlation model of Equation 2 via ordinary least squares parsed the global signal into asymmetric \(\text{ASYM}_\text{global}\) and symmetric \(\text{SYM}_\text{global}\) weights. Once again homotopic voxels were not paired, rather the component \(\text{ASYM}_\text{global}(t) - \text{ASYM}_\text{r}(t)\) extracted the lateralized contribution and \(\text{ASYM}_\text{global}(t) + \text{ASYM}_\text{r}(t)\) extracted the common contribution across hemispheres of the global signal to the resting-state time series BOLD(t) of each voxel.
The estimated weight $ASYM_{global}$ was normalized by the constant term averaged over runs, then spatially smoothed with a 4-mm FWHM 3D gaussian kernel to blur individual differences in brain anatomy. Statistical significance was assessed with a group-level two-tailed, one-sample Student’s $t$-test. The statistical map was $z$-transformed and corrected for multiple comparisons ($|z| \geq 3.0$, minimum 21 face-connected voxels, $P < 0.05$ corrected) with a Monte Carlo-based method (Forman et al. 1995; McAvoy et al. 2001).

Analysis: Synonym and Numerical Magnitude Judgment

Subject-specific GLMs estimated the evoked BOLD response time-locked to the green crosshair cueing the start of a trial block. The GLM regressors included 2 sets of delta functions, one for synonym judgment blocks and the other for the numerical magnitude blocks, each modeling the BOLD response over 15 timepoints. Additional regressors included a constant term and linear trend for each run. The estimated responses were normalized by the value of the constant term averaged over runs, then spatially smoothed with a 4-mm FWHM 3D gaussian kernel. Statistical significance was assessed with a group-level repeated-measures ANOVA with subjects as the random factor and 2 fixed factors: sentence type (plausible, implausible, and rotated) and time (10 timepoints). The resulting statistical maps, which included the sentence type by time interaction ($t_{global}$), were sphericity-corrected (Algina 1997), z-transformed, and corrected for multiple comparisons ($|z| \geq 3.0$, minimum 45 face-connected voxels, $P < 0.05$ corrected) with a Monte Carlo-based method (Forman et al. 1995; McAvoy et al. 2001).

Analysis: Sentence Comprehension

Subject-specific GLMs estimated the evoked BOLD response time-locked to the start of each plausible, implausible, and spectrally rotated sentence. Regressors included 3 sets of delta functions, one for each sentence type, each modeling the BOLD response over 10 timepoints. Additional regressors included a constant term and linear trend for each run. The estimated responses were normalized by the value of the constant term averaged over runs, then spatially smoothed with a 4-mm FWHM 3D gaussian kernel. Statistical significance was assessed with a group-level repeated-measures ANOVA with subjects as the random factor and 2 fixed factors: sentence type (plausible, implausible, and rotated) and time (10 timepoints). The resulting statistical maps, which included the sentence type by time interaction ($t_{global}$), were sphericity-corrected (Algina 1997), z-transformed, and corrected for multiple comparisons ($|z| \geq 3.0$, minimum 45 face-connected voxels, $P < 0.05$ corrected) with a Monte Carlo-based method (Forman et al. 1995; McAvoy et al. 2001).

Results

Hemispheric Asymmetries of the Resting-State Global Signal

Plotted in Figure 1 are examples of the hemispheric time series $l_{global}(t)$ and $r_{global}(t)$ from a single run of a single subject. Although the 2 time series are in phase, the amplitude of the spontaneous fluctuations between the 2 hemispheres waxes and wanes such that for some epochs the left hemisphere dominates, while other epochs are dominated by the right hemisphere. Our null hypothesis is that these amplitude modulations are within the noise of the BOLD signal. This null hypothesis was tested voxelwise across the entire brain with a group-level paired Student’s $T$-test (see Materials and Methods) demonstrating that statistically significant differences exist in many cortical areas. In Figure 2, regions shown in hot colors displayed a significant leftward asymmetry characterized by a left global weight ($l_{global}$; Eq. 1) that was greater than the right ($r_{global}$). Regions shown in cool colors displayed a significant rightward asymmetry characterized by a right global weight that was greater than the left.

Analysis: Sentence Comprehension

Subject-specific GLMs estimated the evoked BOLD response time-locked to the start of each plausible, implausible, and spectrally rotated sentence. Regressors included 3 sets of delta functions, one for each sentence type, each modeling the BOLD response over 10 timepoints. Additional regressors included a constant term and linear trend for each run. The estimated responses were normalized by the value of the constant term averaged over runs, then spatially smoothed with a 4-mm FWHM 3D gaussian kernel. Statistical significance was assessed with a group-level repeated-measures ANOVA with subjects as the random factor and 2 fixed factors: sentence type (plausible, implausible, and rotated) and time (10 timepoints). The resulting statistical maps, which included the sentence type by time interaction ($t_{global}$), were sphericity-corrected (Algina 1997), z-transformed, and corrected for multiple comparisons ($|z| \geq 3.0$, minimum 45 face-connected voxels, $P < 0.05$ corrected) with a Monte Carlo-based method (Forman et al. 1995; McAvoy et al. 2001).

Results

Hemispheric Asymmetries of the Resting-State Global Signal

Plotted in Figure 1 are examples of the hemispheric time series $l_{global}(t)$ and $r_{global}(t)$ from a single run of a single subject. Although the 2 time series are in phase, the amplitude of the spontaneous fluctuations between the 2 hemispheres waxes and wanes such that for some epochs the left hemisphere dominates, while other epochs are dominated by the right hemisphere. Our null hypothesis is that these amplitude modulations are within the noise of the BOLD signal. This null hypothesis was tested voxelwise across the entire brain with a group-level paired Student’s $T$-test (see Materials and Methods) demonstrating that statistically significant differences exist in many cortical areas. In Figure 2, regions shown in hot colors displayed a significant leftward asymmetry characterized by a left global weight ($l_{global}$; Eq. 1) that was greater than the right ($r_{global}$). Regions shown in cool colors displayed a significant rightward asymmetry characterized by a right global weight that was greater than the left.
have been implicated in attentional processing (for reviews, see Corbetta and Shulman 2011; Vossel et al. 2014). Regions are also found in posterior temporal (pMTG), inferotemporal and parieto-occipital cortex. In the anterior brain, a broad swath of regions is found along the MFG extending into the superior frontal sulcus. Additional regions are found dorsally along the precentral sulcus (dPreC) extending onto the central gyrus and ventrally (vPreC) extending into the insula (Ins). These latter regions in the middle and posterior (data not shown) insula have been identified to emotional processing (Duerden et al. 2013). On the mesial surface, regions are found along the SFG, precuneus, parieto-occipital sulcus, and the fusiform gyrus extending into the collateral sulcus, as well as subcortically in dorsomedial and posterior thalamic nuclei (data not shown).
Omitting frames of the BOLD time series with a framewise displacement (Power et al. 2012) of >0.2 mm, the current recommendation for normal adult subjects (Power et al. 2014) yielded a map similar to that shown in Figure 2 (data not shown). The group-level paired Student’s T-test of the difference between L_VWM and R_VWM yielded regions largely confined to the white matter (data not shown). Likewise, the group-level paired Student’s T-test of the difference between L_WM and R_WM yielded regions largely confined to the ventricles (data not shown).

**Variance Explained and Effect Sizes of Hemispheric Asymmetries**

Although Figure 2 is a statistically significant map corrected for multiple comparisons, it is possible that these global signal asymmetries account for little variance in the spontaneous fluctuations. Table 1 reports the $R^2$ values of the asymmetric (ASYMglobal) and symmetric (SYMglobal) weights from the differential model (Eq. 2) for each region averaged across the twenty subjects. Altogether the combined $R^2$ of the asymmetric and symmetric weights averaged across the 23 regions was $0.18 \pm 0.028$, thus explaining 18% of the variance in the BOLD time series, in line with other estimates of the variance accounted for by the global signal (Carbonell et al. 2011). We also wished to ascertain how much variance the asymmetric weight explained relative to the symmetric. This differential ratio is found in the last column of Table 1 and is the variance explained by the asymmetric weight divided by the variance explained by the symmetric weight ($R^2_{ASYMglobal}/R^2_{SYMglobal}$). Values ranged from 0.20 to 0.79 (mean = 0.46).

Having established that global signal hemispheric asymmetries explain a significant amount of variance in the brain’s spontaneous fluctuations, we next examined effect sizes. Shown in the top panel of Figure 3 are the subject averaged $L_{global}$ and $R_{global}$ weights extracted from the hemispheric model of Equation 1. Shown in the bottom panel are the subject averaged $ASYM_{global}$ and $SYM_{global}$ weights extracted from the differential model of Equation 2. Displayed units are percent BOLD signal computed for each subject by normalizing to the value of the constant term averaged over runs, multiplying by 100 then taking the mean across subjects. Coordinates of plotted regions are provided in Table 1. Considering first just the top panel, a leftward asymmetric region is defined as having a larger positive $L_{global}$ weight and a smaller negative $R_{global}$ weight (e.g., LMFG), whereas a rightward asymmetric region is defined as having a larger positive $R_{global}$ weight and a smaller negative $L_{global}$ weight (e.g., RvPreC). As a basis for comparison, 2 contralateral homologs that lacked a significant differential relation between left and right hemisphere spontaneous fluctuations were defined as 10-mm-diameter spheres at Talairach coordinates ($-10$, $-90$, and 0) and ($10$, $-90$, and 0) (MNI coordinates $[-11, -91, and 3]$, $[10, -91, and 2]$), located in left and right primary visual cortex (LV1 and RV1). These 2 regions had a very different pattern. LV1 had positive $L_{global}$ and $R_{global}$ weights of equal amplitude, whereas RV1 had a larger positive $R_{global}$ weight and a smaller positive $L_{global}$ weight. The group averaged $R^2$ values of LV1 and RV1 over $L_{global}$ and $R_{global}$ weights were $0.20 \pm 0.013$ and $0.28 \pm 0.026$, respectively, whereas the mean over the 23 regions with significant hemispheric asymmetries was $0.18 \pm 0.028$. Thus, the lack of an asymmetrical relationship did not result from poor fit of the model expressed in Equation 1. Rather these non-asymmetrical and statistically nonsignificant patterns in bilateral visual cortex may be explained by the observation that in homotopic
regions, intrahemispheric signals are more correlated than interhemispheric signals (Gee et al. 2011). The pattern between left and right global weights in the remaining regions supports the notion of a complementary relationship between hemispheres (Sperry 1982).

Considering now the bottom panel of Figure 3, a leftward asymmetric region (e.g., LMFG) had a positive asymmetric weight ($ASYM_{global}$), whereas a rightward asymmetric region (e.g., RvPreC) has a negative asymmetric weight. Normalization of the differential model regressors resulted in much larger weights than those extracted from the hemispheric model shown in the top panel (see Materials and Methods), but our interest is the ratio of asymmetric to symmetric weightings. Regions with a leftward asymmetry had ratios that ranged from 0.19 to 0.66, whereas rightward asymmetric regions had ratios that ranged from −0.27 to −0.56. The ratios for LV1 and RV1 were −0.008 and −0.085. In summary, we found that effect sizes were consistent with measures of explained variance, in that regions with significant global signal hemispheric asymmetries had an asymmetric weighting that was on average 40% (mean of the 23 regions) that of the symmetric weighting, and this asymmetric weighting accounted for 46% of the variance relative to the symmetric weighting.

Robustness of Hemispheric Asymmetries across Models and Data Sets

The differential model assessed hemispheric asymmetries with a single weight ($ASYM_{global}$, Eq. 2). The one-sample Student’s T-test of this weight produced a very similar map to that of the paired Student’s T-test between $L_{global}$ and $R_{global}$ weights extracted from the hemispheric model (Eq. 1) as seen by comparing Figure 4B with A. We validated this mapping with a second, larger resting-state data set of 120 subjects (see Materials and Methods). Figure 4C shows the difference between $L_{global}$ and $R_{global}$ weights from a paired Student’s T-test on this cohort. Comparing this map to the smaller cohort of Figure 4A, we find good anatomical correspondence between peak areas.

Leftward Asymmetric Regions in Left Frontal and Temporal Cortex and the Right Cerebellum are Preferential for Semantic Processing

Although hemispheric asymmetries of the global spontaneous fluctuations uncovered many regions long regarded as important for language processing including regions along the inferior frontal gyrus (Bookheimer 2002), superior temporal sulcus (Wise et al. 2001), and the right cerebellum (Petersen et al. 1989; Fiez et al. 1992), we sought to confirm the anatomical correspondence of the task-state. Shown in Figure 4A,B are hemispheric asymmetries in the resting-state global signal for the hemispheric and differential models, respectively. Shown in Figure 4C is the interaction of block type by time highlighting regions whose BOLD responses were modulated over time between the synonym judgment and numerical magnitude task. This map is signed with mean of the response evoked for synonym judgments minus the mean of the response evoked for numerical magnitude judgments. Thus, regions with larger BOLD responses to synonym blocks are shown in hot colors, and regions with larger responses to number blocks are shown in cool colors. Shown in Figure 4D is the interaction of sentence type by time highlighting regions whose BOLD responses were modulated over time by the plausible, implausible, and spectrally rotated sentences. In

Figure 4. Group-level statistical maps highlighting the robustness of resting-state global signal hemispheric asymmetries across models (A,B), anatomical correspondence with language tasks (C,D) and validation with a second, larger data set (E). (A) Hemispheric asymmetries of the resting-state global signal as estimated by the hemispheric model (Eq. 1, Materials and Methods). Shown is a paired Student’s T-test on the difference between $L_{global}$ and $R_{global}$ weights. The 3 axial slices are taken from the same map shown in Figure 2. (B) Hemispheric asymmetries of the resting-state global signal as estimated by the differential model (Eq. 2, Materials and Methods). Shown is a one-sample Student’s T-test on the asymmetric weight. (C) Synonym and numerical magnitude judgment task. Shown is the interaction of block type by time highlighting regions whose BOLD responses differentiated between the synonym and number blocks. This map is signed with the mean difference of the 2 blocks (synonyms—numbers). (D) Sentence comprehension task. Shown is the interaction of sentence type by time highlighting regions whose BOLD responses differentiated between plausible, implausible, and spectrally rotated sentences. (E) 120 subject validation data set. Hemispheric asymmetries of the resting-state global signal as estimated by the hemispheric model. Shown is a paired Student’s T-test on the difference between $L_{global}$ and $R_{global}$ weights. Displayed values in (A,B) and (E) are gaussianized T statistics; (C,D) are gaussianized F statistics. All maps have been corrected for multiple comparisons ($P < 0.05$). Three regions are identified with blue arrows: left dorsal pars opercularis in the first column, LpSTS in the second column, and the RCBi in the third column. See Table 1 for coordinates.
the first column, the left dorsal pars opercularis (LdpOp), in the second column the left posterior superior temporal sulcus (LpSTS), and in the third column the right lateral inferior cerebelum (RCBI) are identified. We may conclude that regions identified from hemispheric asymmetries in the resting-state global signal have good anatomical correspondence to regions preferential for semantic processing.

Having established initial face validity, we further examined these regions across both tasks with direct post hoc statistical comparisons. It is quite possible that voxelwise differences between synonym and numerical magnitude shown in Figure 4C are driven purely by reaction time and accuracy differences. It is also possible that none of the regions discriminate between the abstract and sensory word blocks. Reaction times and accuracy were recorded for 11 of the 12 subjects that performed the second version of this task that included the 3 different block types (abstract, sensory, and number). A repeated-measures ANOVA with subjects as the random factor and reaction time as the fixed factor found no significant difference between the 3 types of blocks (F\textsubscript{2,20} = 0.86, P = 0.44). Mean reaction times for the abstract, sensory, and number blocks were 1043 ± 91, 1001 ± 87, and 992 ± 95 ms, respectively. However, the repeated-measures ANOVA performed on accuracy was significant (F\textsubscript{2,20} = 4.88, P = 0.02). Mean accuracies for the abstract, sensory, and number blocks were 90.05 ± 5.50%, 94.43 ± 4.16%, and 94.09 ± 4.07%, respectively. Post hoc tests confirmed the significance of the lower accuracy for synonym judgments on abstract words (abstract vs. sensory: F\textsubscript{1,10} = 5.43, P = 0.04; abstract vs. number: F\textsubscript{1,10} = 10.19, P = 0.0096).

### Table 2 Statistics of regions identified in Table 1 for the two language tasks

<table>
<thead>
<tr>
<th>Region</th>
<th>Synonym and numerical magnitude judgment</th>
<th>Sentence comprehension</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Interaction of block type by time</td>
<td>Interaction of sentence type by time</td>
</tr>
<tr>
<td></td>
<td>Abstract vs. sensory vs. number P-value</td>
<td>Plausible vs. implausible vs. rotated P-value</td>
</tr>
<tr>
<td></td>
<td>Abstract vs. sensory P-value</td>
<td>Plausible vs. implausible P-value</td>
</tr>
<tr>
<td>LMGF</td>
<td>0.565</td>
<td>3.72e − 9</td>
</tr>
<tr>
<td>LMTG</td>
<td>0.333</td>
<td>2.33e − 11</td>
</tr>
<tr>
<td>LSGF</td>
<td>0.0206</td>
<td>0.00425</td>
</tr>
<tr>
<td>LdpOp</td>
<td>1.63e − 15</td>
<td>3.24e − 30</td>
</tr>
<tr>
<td>Larynx</td>
<td>0.429</td>
<td>1.33e − 12</td>
</tr>
<tr>
<td>LdPreC</td>
<td>0.0792</td>
<td>1.33e − 17</td>
</tr>
<tr>
<td>LIPL</td>
<td>0.297</td>
<td>0.00392</td>
</tr>
<tr>
<td>LvpOp</td>
<td>0.000804</td>
<td>8.37e − 8</td>
</tr>
<tr>
<td>LpSTS</td>
<td>1.89e − 9</td>
<td>4.73e − 41</td>
</tr>
<tr>
<td>LAG</td>
<td>0.000185</td>
<td>0.374</td>
</tr>
<tr>
<td>Tongue</td>
<td>0.0338</td>
<td>0.507</td>
</tr>
<tr>
<td>VWFA</td>
<td>0.597</td>
<td>4.82e − 10</td>
</tr>
<tr>
<td>RCBI</td>
<td>3.43e − 6</td>
<td>1.00e − 6</td>
</tr>
<tr>
<td>RCBII</td>
<td>4.40e − 5</td>
<td>1.48e − 9</td>
</tr>
<tr>
<td>RpMTG</td>
<td>0.166</td>
<td>0.0699</td>
</tr>
<tr>
<td>RIPS</td>
<td>3.23e − 16</td>
<td>0.172</td>
</tr>
<tr>
<td>RdPreC</td>
<td>0.000162</td>
<td>0.00560</td>
</tr>
<tr>
<td>Rns</td>
<td>0.792</td>
<td>0.0864</td>
</tr>
<tr>
<td>RTPJ</td>
<td>0.00187</td>
<td>0.913</td>
</tr>
<tr>
<td>RMFG</td>
<td>0.000209</td>
<td>0.0764</td>
</tr>
<tr>
<td>RFED</td>
<td>0.000203</td>
<td>0.283</td>
</tr>
<tr>
<td>RsMG</td>
<td>1.28e − 8</td>
<td>0.474</td>
</tr>
<tr>
<td>RpPreC</td>
<td>0.795</td>
<td>0.115</td>
</tr>
</tbody>
</table>

^aStimulus with the largest evoked BOLD response.

^bIf this interaction is not significant, then the region will have a preference for either words or numbers.

^cIf this interaction is not significant, then the regions will have a preference for either normal or rotated speech.
the synonym judgment on abstract items. We next sought to confirm this left hemisphere preference for semantic processing by comparing the evoked responses from contralateral homologs of the latter 3 regions. These contralateral regions (RdpOp, RpSTS, and LCBI) were created by changing the sign of the X coordinate shown in Table 1, then drawing a 10-mm-diameter sphere at that point. Comparing the regions pairwise in the first column of Figure 5, we see that the evoked responses of the contralateral homologs fail to distinguish abstract and sensory blocks from the number blocks.

For the sentence comprehension task, it is quite possible that the voxelwise interaction of sentence type by time shown in Figure 4D is driven purely by the difference between intelligible (i.e., plausible and implausible sentences) and unintelligible speech. To investigate this possible confound, the analysis paralleled that performed on the synonym and numerical magnitude judgment task with 2 post hoc repeated-measures ANOVAs with subjects as the random factor and sentence type and time (10 timepoints) as the fixed factors. For the first post hoc ANOVA, sentence type included 3 levels (plausible, implausible, and rotated) with results shown in the fifth column of Table 2.

A region with a significant interaction of sentence type by time over the 3 sentence types was tested with a second ANOVA for a significant interaction by time over just the 2 intelligible sentence types (plausible and implausible) with results shown in the sixth column. In the seventh column, a region was assigned a stimulus preference for rotated speech if the greater response was evoked by spectrally rotated sentences. Likewise, if the response was greater for either plausible or implausible sentences, this indicated a preference for normal speech. If the region’s response differentiated between plausible and implausible sentences, then this latter distinction was refined to a stimulus preference for either plausible or implausible speech dependent on the larger response.

Many regions in both hemispheres differentiated between the 3 sentence types. None of the left hemisphere regions had a preference for rotated speech. In the right hemisphere, only the cerebellum (RCBI and RCBII) distinguished between plausible and implausible sentences. Comparing evoked responses of the 3 regions (LdpOp, LpSTS, and RCBI) to their contralateral homologs (second column, Figure 5), we see that only the RpSTS shows some separation of rotated speech from normal speech (i.e., plausible and implausible) but not nearly to the extent observed in the LpSTS.

In summary, many regions characterized by their leftward asymmetry in the resting-state global signal were preferential for semantic processing. The most important of these were the left dorsal pars opercularis, the LpSTS, and RCBI, which discriminated between stimuli at all levels tested. Contralateral homologs of these 3 regions failed to show a clear preference for semantic processing. Among leftward asymmetric regions, a trend was seen for the processing of words over numbers and normal over rotated speech. This was reversed for rightward asymmetric regions with a trend for numbers over words and rotated over normal speech.

Discussion

By simply examining the difference in spontaneous BOLD fluctuations between hemispheres without removing the global signal, we have identified many regions with a leftward asymmetry that are preferential for semantic processing and putative attention-related regions with a rightward asymmetry. The notion that hemispheric asymmetries are a mathematical necessity...
that result from the left hemisphere confounding the right hemisphere (Frank 2000), and vice versa, is hard to reconcile with the leftward asymmetry found in the right cerebellum (Petersen et al. 1989; Fiez et al. 1992; Wang et al. 2013). To exempt this area, would be to ignore its well established involvement in language processing in the structural, lesion, and task-based neuroimaging research (Stoodley and Schmahmann 2009; Murdoch 2010; De Smet et al. 2013).

Although regions in the anterior temporal lobe (for reviews, see Patterson et al. 2007; Wong and Gallett 2012) failed to show a resting-state global signal hemispheric asymmetry in the smaller cohort of 20 subjects, a statistically significant leftward asymmetry was found in the larger cohort of 120 subjects (data not shown). A possible explanation for this discrepancy is the known BOLD signal loss from susceptibility artifacts in that part of the brain (Ojemann et al. 1997; Devlin et al. 2000); thus a larger number of subjects are needed to have the power to detect significant effects.

Our analysis of hemispheric asymmetries has provided only a static view of resting-state fluctuations. The brain not only lives in the present but remembers the past, so it may more accurately predict the future (Raichle 2010). Temporally, dynamic analyses that look over multiple time points such as the cross-covariance (e.g., McAvoiy et al. 2012) are needed to unmask the full spatial extent of lateralization within the global signal.

Localization of Putative Language and Attention Preferential Areas in the Resting-State

The 2 most common methods to identify putative language and attention preferential regions from the brain’s spontaneous fluctuations are functional connectivity (Biswal et al. 1995) and principal (PCA) or independent components analysis (ICA) (Beckmann et al. 2005). In functional connectivity, a seed region is correlated with all other voxels in the brain. The effectiveness of this technique is dependent on careful placement of the seed (Cohen et al. 2008). This method has the properties that homotopic voxels are strongly correlated with the seed and ipsilateral correlations are stronger than contralateral correlations (Gee et al. 2011). Studies that have regressed the global signal have struggled to identify language preferential (e.g., Zhao et al. 2011; Vogel et al. 2013) and attention preferential (e.g., Fox et al. 2006; Kucyi et al. 2012) networks. PCA and ICA parse the brain’s spontaneous fluctuations into components that are either orthogonal or maximally separable, respectively, spatially, temporally or spatially and temporally. Putative language preferential areas are not limited to a single component, nor is a single component limited to language preferential areas (c.f. Smith et al. 2012). Identification of the relevant components requires either visual inspection or matching to a template (e.g., Smith et al. 2009). Moreover, language preferential regions are often represented symmetrically or with incomplete lateralization (Smith et al. 2009; Tie et al. 2014), and attention preferential regions appear bilaterally among several components with other regions (Damoiseaux et al. 2006; Smith et al. 2009).

Lesion, split–brain, and task fMRI studies have long established the left hemisphere dominance of language. Although the right hemisphere is neither “word deaf” or “word blind” (Sperry 1982), it has extremely limited syntactic, semantic, lexical, and phonological processing abilities despite being very capable at processing the contextual aspects of language (Gazzaniga 1983; Baynes et al. 1992; Bottini et al. 1994; Soroker et al. 2005). Furthermore, right hemisphere lesions produce deficits that are much more difficult to detect (Lindell 2006). Right hemisphere regions involved in language processing as identified by task-state fMRI are much less reliable and consistent across studies (Price 2010; Vigneau et al. 2011). Perhaps most dramatic are the brains of Broca’s patients Leborgne and Lelong with their extensive left hemisphere damage and complete sparing of the right hemisphere (Dronkers et al. 2007). By comparing the intrinsic activity between hemispheres, we found that regions in left frontal and temporal cortex and the right cerebellum identified from their leftward asymmetry in the resting-state global signal replicated much of the known anatomy of language (Vigneau et al. 2006; Binder et al. 2009; Poeppel et al. 2012; Price 2012; Friederici and Gierhan 2012). By specifically identifying the lateralized organization of the resting-state global signal to semantic processing, we have sought to establish only an initial proof of principle. It has been posited that the right hemisphere has a dominant role in attention from observations of stroke patients with spatial neglect following right hemisphere lesions (Heilman and Abell 1980; Weintraub and Mesulam 1987; Ringer et al. 2004). In the absence of neglect, subjects with right hemisphere lesions have greater impairments in the contralateral hemisphere during visual search tasks than subjects with left hemisphere lesions (Mapstone et al. 2003; Rabuffetti et al. 2012). In split-brain patients, the right hemisphere’s performance of visuospatial tasks is superior to that of the left (for a review, see Gazzaniga 2000). We identified many areas long associated with attention in the right hemisphere, which displayed a rightward asymmetry including the TPJ and regions in frontal and parietal cortex (Pardo et al. 1991; Shulman et al. 2010; Cai et al. 2013; Kristensen et al. 2013).

Lateralization is a Fundamental Level of Organization in the Human Brain

The global signal has been a source of great controversy in resting-state fMRI. This debate concerns whether it should be considered a nuisance or confounding variable and how best to account for its contributions to the brain’s spontaneous fluctuations (Macey et al. 2004; Murphy et al. 2008; Chang and Glover 2009; Fox et al. 2009; Anderson et al. 2011; Chai et al. 2012; Chen et al. 2012; He and Liu 2012; Saad et al. 2012; Falahpour et al. 2013; Keller et al. 2013). The global signal is typically regressed from the resting-state data before further analysis by a myriad of approaches including clustering (e.g., Salvador et al. 2005; Yeo et al. 2011), graph theory (e.g., Sporns and Honey 2006; Power et al. 2011), neural networks (e.g., Hacker et al. 2013), and modularity (e.g., Newman 2006; Ferrarini et al. 2009), among others. All these techniques seek to establish the functional organization of the brain. What insight that has been gained on the most venerable level of organization, lateralization, has focused on the residual lateralization present regionally after regression of the global signal (Liu et al. 2009; Gee et al. 2011; Wang et al. 2013). Lateralization as a global brain property has not been explored.

Implicit or subvocal speech is presumably a large part of most people’s inner life (Cleland et al. 1963). Most of us are “talking to ourselves” or at least thinking using semantic representations during task performance and when resting (Binder et al. 1999). If this signal is lateralized, it may be argued that this alone could account for the observed global signal hemispheric asymmetries. However, the presence of this inner chatter fails to explain the lateralized organization of the right hemisphere, which does not mirror the left and lacks a semantic preference. Moreover, this inner chatter relies on semantic representations that have been ascribed to the default mode network (Binder et al. 2009; Binder and Desai 2011), yet the presence of strong
hemisphere (Gazzaniga et al. 1962), which has been largely over-
total hierarchy intrinsic to the brain, left hemisphere versus right
eralization embedded in the global signal suggests a fundamen-
asymmetry and were not preferential for language processing.
Grabski et al. 2012). The right hemisphere regions in dorsal and
ventral precentral cortex identified by HAM displayed a rightward
asymmetry and were not preferential for language processing.

Our results demonstrate that at least some part of the global
signal contains neurally relevant information. Moreover, the lat-
eralization embedded in the global signal suggests a fundamen-
tal hierarchy intrinsic to the brain, left hemisphere versus right
hemisphere (Gazzaniga et al. 1962), which has been largely over-
looked in resting-state functional neuroimaging (Johnston et al.
2008). These results provide insight regarding the presence of
lateralization in the intrinsic brain activity of normal, healthy
subjects. Our approach expands the reach of functional imaging
studies of the human brain in health and disease.
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